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Abstract

What role do domain-general executive functions play in human language comprehension? To address this question, we examine the relationship between behavioral measures of comprehension and neural activity in the domain-general “multiple demand” (MD) network, which has been linked to constructs like attention, working memory, inhibitory control, and selection, and implicated in diverse goal-directed behaviors. Specifically, functional magnetic resonance imaging data collected during naturalistic story listening are compared with theory-neutral measures of online comprehension difficulty and incremental processing load (reading times and eye-fixation durations). Critically, to ensure that variance in these measures is driven by features of the linguistic stimulus rather than reflecting participant- or trial-level variability, the neuroimaging and behavioral datasets were collected in nonoverlapping samples. We find no behavioral-neural link in functionally localized MD regions; instead, this link is found in the domain-specific, fronto-temporal “core language network,” in both left-hemispheric areas and their right hemispheric homotopic areas. These results argue against strong involvement of domain-general executive circuits in language comprehension.
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Introduction

Human language comprehension encompasses a host of complex computations, from perceptual (auditory, visual or, in the case of Braille, haptic) processing, to word recognition, to recovering the semantic and syntactic dependency structures linking words together, to constructing discourse-level representations, and making pragmatic inferences. A major goal of both behavioral psycholinguistics and cognitive neuroscience of language is to understand which cognitive mechanisms support language comprehension, and whether and how these mechanisms are shared with other (nonlinguistic) cognitive functions.
Psycholinguists have long invoked “domain-general constructs” when discussing lexical access and syntactic/semantic dependency formation, from storage and retrieval of information from working memory, to updating focal attention, inhibiting irrelevant information, selecting an option among alternatives, and predictive processing (Johnson-Laird 1983; Abney and Johnson 1991; King and Just 1991; Resnik 1992; Gernsbacher 1993; Gibson 1998, 2000; McElree 2000, 2001; Gordon et al. 2002; Lewis and Vassishth 2005; Fedorenko et al. 2006, 2007; Lewis et al. 2006; Novick et al. 2009; Rodd et al. 2010; Schuler et al. 2010; Vergauwe et al. 2010; van Schijndel et al. 2013; Rasmussen and Schuler 2018; inter alia). However, prior cognitive neuroscience work has argued both 1) that some of this circuitry (e.g., “Broca’s area”) may not be specialized for language processing per se, but rather used for broader cognitive functions—like hierarchical syntactic structure building—that operate not only in language but also in other domains like music, mathematics, and action planning (Patel 2003, 2012; Tettamanti and Weniger 2006; Fadiga et al. 2009; Friedrich and Friederici 2009; Slevc et al. 2009; Anderson 2010; Fitch and Martins 2014; Rodriguez and Granger 2016; inter alia, see Fedorenko and Blank 2020 for a review); and 2) that language processing relies on a more spatially distributed network, extending beyond the “classic” language areas, that includes regions traditionally associated with domain-general executive control (Mesulam 1998; Kaan and Swaab 2002; Kuperberg et al. 2003; Novick et al. 2005; Rodd et al. 2005; Thompson-Schill et al. 2005; Novais-Santos et al. 2007; January et al. 2009; Peelle et al. 2010; Rogalsky and Hickok 2011; McMillan et al. 2012, 2013; Wild et al. 2012; Blumstein and Amso 2013; Nieuwland et al. 2012; Hsu and Novick 2016; Hagoort 2019; inter alia). Hypotheses from psycholinguistics, cognitive science, and cognitive neuroscience therefore converge to predict a role for domain-general executive resources in human language comprehension.

Within the human brain, the most plausible place to look for domain-general recruitment is in the fronto-parietal/cingulo-opercular “multiple demand (MD)” network, which supports a broad range of executive functions, including inhibitory control, attentional selection, conflict resolution, and maintenance and manipulation of task sets (Duncan 2010, 2013; Fedorenko et al. 2013; Duncan et al. 2020; Assem et al. 2020b). Indeed, MD regions have been shown to be sensitive to linguistic processing difficulty (e.g., due to ambiguity or complexity in unambiguous structures) across diverse manipulations (Kuperberg et al. 2003; Rodd et al. 2005; Novais-Santos et al. 2007; January et al. 2009; Peelle et al. 2010; Nieuwland et al. 2012; McMillan et al. 2013; inter alia). Further, activity in this network has been shown to correlate positively with reaction times—a behavioral measure of processing difficulty—across tasks (Yarkoni et al. 2009; Taylor et al. 2014). If indeed MD regions register processing load during language comprehension, this would support the hypothesis that domain-general resources are engaged in language comprehension.

The ability of prior work to bear on this hypothesis is limited by 2 factors. First, language comprehension effort has typically been studied by relating theory-driven linguistic variables (e.g., word frequency, word predictability, structural complexity, constituent length, etc.) to neural activity (Mazoyer et al. 1993; Stowe et al. 1998; Vandenberghe et al. 2002; Friederici et al. 2003; Dronkers et al. 2004; Humphries et al. 2006; Brennan et al. 2010; Pallier et al. 2011; Rogalsky and Hickok 2011; Brennan and Pylkkänen 2012; Brennan et al. 2016; Henderson et al. 2016; Willems et al. 2016; Lozopolo et al. 2017; Nelson et al. 2017; Shain et al. 2019; inter alia). Despite the critical role of theory in understanding human cognition, theory-driven variables are only as good as the underlying theory and can only be expected to capture a fraction of the language comprehension effort given the multifaceted nature of language. Such variables may fail to characterize some components of language comprehension and thereby underestimate the extent to which some neural circuits, including the domain-general MD circuits, are implicated in comprehension. And second, prior work, including many of the aforementioned studies purportedly showing MD involvement in language comprehension, has generally relied on language stimuli cleverly constructed to directly manipulate some aspect of language processing difficulty and has often included tasks on top of language comprehension, like making judgments about sentences or deciding whether a sentence matches a picture (Friederici et al. 2003; Fiebach et al. 2004; Rodd et al. 2005; Bilenko et al. 2008; Kuperberg et al. 2008; Snijders et al. 2009). Such artificial hand-constructed stimuli and the presence of extraneous tasks (i.e., tasks other than language comprehension per se) make language processing in these studies very different from natural comprehension “in the wild,” and may inadvertently trigger recruitment of domain-general problem solving and task strategizing mechanisms that would not be at play in natural-comprehension scenarios (Small and Nusbaum 2004; Hasson and Honey 2012; Campbell and Tyler 2018; Hasson et al. 2018; Diachek et al. 2020). Such stimuli and tasks might thus overestimate MD involvement in language comprehension, especially given the sensitivity of MD regions to task demands (Miller and Cohen 2001; Sreenivasan et al. 2014; D’Esposito and Postle 2015). MD recruitment for language processing would therefore be better supported if an MD response to theory-neutral measures of comprehension difficulty could be shown under more naturalistic experimental conditions.

Several recent neuroimaging studies have used naturalistic language stimuli (see Supplementary Table 1). However, to our knowledge, only one study (Henderson et al. 2015) has attempted to relate brain activity to reading latencies using naturalistic materials. Henderson et al. (2015) used eye-tracking (ET) during reading in functional magnetic resonance imaging (fMRI) and found that blood oxygen level-dependent (BOLD) activity in parts of the left middle/superior temporal gyri scaled with fixation duration: stronger responses to words that are fixated for longer during reading. This relationship was more pronounced during the reading of meaningful texts compared with texts devoid of meaning (generated by replacing each letter in a text by a geometric shape), suggesting that longer fixations were partially driven by effort to update linguistic representations. Crucially, this result was obtained by regressing participants’ moment-to-moment brain activity against their own word-by-word reading latencies, leaving open the possibility that the results are confounded by nonlinguistic, stimulus-independent tertiary variables like attentional fluctuations and saccade planning.

Building on Henderson et al. (2015), and to directly test the hypothesis of domain-general executive involvement in language comprehension, we use context-rich, naturalistic language stimuli presented auditorily without any extraneous tasks and correlate 1) experimentally-obtained behavioral reaction time measures of language processing difficulty during reading,
with 2) fMRI measures of activity in the domain-general MD network. To increase the interpretability of such correlations, we compare them with brain-behavior correlations based on a different functional network: the domain-specific, fronto-temporal “core language network” (e.g., Binder 1997; Jung-Beeman 2005; Fedorenko and Thompson-Schill 2014). This network serves as a good comparison for the MD network because it robustly engages in comprehension (during both listening and reading; Fedorenko et al. 2010; Regev et al. 2013; Scott et al. 2017; Deniz et al. 2019) but shows little to no engagement in other high-level cognitive processes (Ivanova et al. in prep.; Monti et al. 2009, 2012; Fedorenko et al. 2011; Pritchett et al. 2018; for reviews see (Fedorenko and Blank 2020; Fedorenko and Varley 2016). Below, we describe and justify the main design features of our experiment.

Our use of behavioral reading data as a global proxy for comprehension difficulty follows a standard psycholinguistic approach where reaction times are examined for linguistic materials whose comprehension requires different kinds of (hypothesized) computations, in either experimentally constructed materials (e.g., Frazier and Rayner 1987; Clifton and Frazier 1989; Gibson 1991, 1998; Grodner et al. 2002; Levy 2008), or naturalistic ones (e.g., Demberg and Keller 2008; Smith and Levy 2013). Although incremental reading data are known to have a complex relationship to mental states (Posner 1980, 2016; Remington 1980; Klein and Farrell 1989; Wright and Ward 2008; inter alia) and to be sensitive to nonlinguistic factors like general attention, sensory/perceptual processing, motor control, and task-related strategizing (Rayner 1998; Kennedy 2000; Kaakinen and Hyönä 2010; Schotter et al. 2014), a premise underlying most psycholinguistic work in this domain is that incremental behavioral measures of reading effort track language-related comprehension difficulty with sufficient reliability such that they can be used to evaluate theories of human sentence comprehension (Rayner 1977, 1978, 1998; Just and Carpenter 1980; Mitchell 1984; Lewis et al. 2006). Furthermore, our experimental design reduces the influence of idiosyncratic processes such as attention fluctuations by 1) aggregating reading data from many participants; 2) separating the samples that provide behavioral data from the sample providing the neuroimaging data; and 3) using different presentation modalities across the behavioral (visual) and fMRI (auditory) paradigms (cf. Henderson et al. 2015).

To elaborate, when behavioral measures and fMRI signal are acquired from the same participant, many potential sources of covariation may exist between these signals that are not directly linked to language processing and that we would ideally like to factor out, including changes in the level of fatigue and general attention. Instead, we are interested in cognitive demands linked to changes in the “linguistic stimulus properties.” Measuring behavioral comprehension difficulty in one cohort and using those measures to predict the fMRI activity of another cohort should capture these stimulus-related processes. Furthermore, because our design uses comprehension difficulty measures from reading to predict fMRI activity during listening, it minimizes potential contributions from perceptual (visual/auditory) processing (such as effects related to speaker word rate), and thus helps isolate modality-independent “comprehension demands” related to word-level and combinatorial (semantic and syntactic) processing, as well as higher-level discourse processing. Demands related to word-level processing have to do with how easy each word is to access from memory (which is known to depend on factors like word length, frequency, etc. (Howes and Solomon 1951; Hudson and Bergman 1985; Pickering and Frisson 2001; De Deyne et al. 2013); demands related to combinatorial processing have to do with the length of interword dependencies, how expected a particular structure or word sequence is, whether a temporary or global ambiguity is present, etc. (Dopkins et al. 1992; Sturt 2007; Smith and Levy 2013); and demands related to discourse-level processing have to do with the ease of establishing coherence across clauses and sentences (Gordon and Chan 1995; Gordon and Searce 1995; Chambers and Smyth 1998). In summary, the current design is intended to “distill stimulus-related, generalizable variation in comprehension difficulty.”

We consider 2 different behavioral methods—self-paced reading (SPR, Aaronson and Scarborough 1977; Just et al. 1982) and ET during reading (Rayner 1998), from 2 large, existing datasets (Futrell et al. 2018, 2020; von der Malsburg et al. unpublished). These measures of comprehension effort serve as theory-neutral, broad-coverage estimates of computational load during language comprehension, since they should permit detection of any mechanisms that contribute to processing latencies, even if their role is not yet captured by any existing theory. When correlating these measures with neuroimaging data, we consider the detailed time-course of activation during listening, rather than aggregate measures averaging across parts of the stimulus. The time-varying fMRI data enable us to exploit relatively fine-grained variation in incremental processing difficulty that may be attenuated in aggregate measures. In addition, we infer the hemodynamic response from the data directly, in order to account for individual and regional variation in the underlying hemodynamic response (Handwerker et al. 2004). Finally, we employ nonparametric hypothesis tests on out-of-sample data, in order to increase the statistical robustness of the results and reduce the risk of replication failure (Menke and Martinez 2004; Eklund et al. 2012).

To foreshadow our results, we find that reading latencies predict neural activity in the core language network, but not in the MD network. This finding supports the hypothesis that incremental processing effort during naturalistic language comprehension is largely restricted to neural circuits—and, by extension, cognitive resources—that are specialized for language comprehension, with little role played by domain-general executive systems.

**Materials and Methods**

**Short Stories**

We use the Natural Stories Corpus (Futrell et al. 2018, 2020; data downloaded from https://github.com/languageMIT/naturalstories.git), which contains 10 stories that were constructed from existing, publicly available texts (fairy tales, short stories, and Wikipedia articles) but edited so as to make comprehension difficulty more variable than in fully natural texts. The dataset includes recordings of these stories by 2 native English speakers (one male, E.G., and one female).

**Behavioral SPR Data**

The Natural Stories Corpus includes SPR data from 181 native English-speaking participants recruited through Amazon’s Mechanical Turk. Participants gave informed consent in accordance with the Internal Review Board at the Massachusetts Institute of Technology, and all participants reported normal or corrected-to-normal vision and English language fluency. The current study adheres to the principles of the Declaration of Helsinki (World Medical Association 2013). Data were collected in a self-paced reading task, in which participants read the stories at their own pace. Participants were instructed to read the stories carefully and to keep track of their comprehension progress. After completing each story, participants answered a comprehension question, which assessed their understanding of the story content. The dataset includes behavioral data from 181 native English speakers (107 male, 74 female) who were recruited through Amazon’s Mechanical Turk. The dataset includes recordings of these stories by 2 native English speakers (one male, E.G., and one female).
Institute of Technology (MIT) and were paid for their participation. Participants read stories in a moving-window self-paced word-by-word reading paradigm, where a button has to be pressed to reveal each subsequent word. The time spent on each word provides an overall estimate of processing difficulty at that point in the sentence/story. Each story was followed by 6 multiple-choice comprehension questions and if a participant answered fewer than 5 questions correctly, their reading time data for that story were excluded. Outlier reading times of <100 ms or >3000 ms were also excluded. These exclusion criteria were the ones followed by Futrell et al. (2018). Reading times were aggregated across participants for each word, and the average word reading time across stories was 335 ms. As a result, for each word in each story, we have a single (average) reading time.

**Behavioral ET Study**

In total, 40 native English-speaking participants recruited from the University of California, San Diego (UCSD) undergraduate population gave informed consent in accordance with the Internal Review Board at UCSD and were paid for their participation. They read the stories in an ET paradigm. A tower-mounted EyeLink 1000 eye-tracker recorded eye movements as participants read the stories presented a few sentences at a time (the boundaries among the story fragments and lines within fragments differed across participants so as to vary the words that span the screen-change and line boundaries). Each story was followed by 2 true/false comprehension questions. Software for automatic correction of eye fixations was used to repair data recorded with imperfect eye-tracker calibration (Cohen 2013). A set of heuristics were used to detect and remove episodes of track loss, poor-quality data, and episodes where reader merely skimmed the text. In particular, fixations were removed when 1) the previous and/or subsequent fixations were 5 or more words away which is indicative of skimming (all the skipped words were also removed from the subject’s data in this case), 2) initial fixations on a new page of text occurred on words that were not at the beginning of the text, 3) the fixations could not be mapped to any word, or 4) consecutive fixations were moved in different directions by Cohen correction (Cohen et al. 2013). For each word, 4 canonical ET measures were calculated (first pass regression, regression path duration, first pass reading time, and first fixation progressive) which are believed to index different linguistic processes involved in reading, ranging from word recognition to high-level discourse integration (Rayner 1998; Vasisith et al. 2013). ET measures were aggregated across participants for each word. As a result, for each word in each story, we have 4 (average) ET measures.

**fMRI Experiment**

Participants

In total, 42 right-handed native English speakers (average age 22.7, standard deviation [SD] = 3.3; 24 females) from the MIT community gave informed consent in accordance with the Internal Review Board at MIT and were paid for their participation. (Subsets of this dataset were used by Blank et al. 2014; Blank and Fedorenko 2017; Shain et al. 2020).

**General Approach**

Each participant listened to a subset of the stories from Futrell et al. (2018) and performed one or more “localizer” tasks (e.g., Saxe et al. 2006) used to identify the brain networks of interest. The Cohen correction is designed to correct for poor eye-tracker calibration. However, poor calibration is reflected in fixation offsets in the same direction, and variable correction vectors therefore indicate that the Cohen correction failed.

**Critical Task.** Participants listened to the recordings of the spoken stories. Each story corresponded to one fMRI run. Eight of the 10 stories were used, and any given participant heard between 2 and 8 stories (average = 4; 2 stories: n = 12, 3 stories: n = 13, 4 stories: n = 2, 5 stories: n = 4, 6 stories: n = 5, 7 stories: n = 1, 8 stories, n = 5). Each story lasted between 4.5 and 6 min. Participants were asked to listen attentively. At the end of each story, a set of six 2-alternative forced-choice comprehension questions appeared one by one, and participants answered by pressing 1 of 2 buttons. These questions were designed to be challenging and required attentive listening and the ability to respond quickly. On average, participants failed to provide an answer to 11.5% of the questions (SD = 15.2%) and, on the remaining questions, their mean accuracy was 83.5% (SD = 10.1%). Comprehension data were available for 33 participants: they were lost for 2 participants, not recorded for 3 participants due to a script error, and not collected for 4 participants who listened to the stories as part of a larger experiment for which the design did not include comprehension questions. A binomial test for each participant (uncorrected across participants) showed that all but 1 participant (of those for whom behavioral data was available) demonstrated above-chance accuracy (P < 0.01). In the supplementary materials, we report our main analysis restricted to participants with very good performance, which revealed the same general pattern of results (compare Fig. 3b and Supplementary Fig. 3.).

**Localizer Tasks.** Most participants also performed 2 localizer tasks. These tasks were used to functionally identify the 2 networks of interest: the MD network, and the language network. To identify the MD regions, we used a visuo-spatial working memory task that included a hard and an easy condition (Fedorenko et al. 2011; Assem et al. 2020a). In both conditions, participants kept track of sequences of locations presented in a 3 × 4 grid. In the hard condition, 8 locations were presented, 2 at a time; in the easy condition, 4 locations were presented, one at a time (for timing details, see Fig. 1a in Assem et al. 2020a). At the end of each trial, participants performed a 2-alternative forced-choice task to indicate the set of locations they had just seen. We used a standard blocked design (with 4 trials per block), with condition order counterbalanced across runs. Each participant completed 2 runs. The Hard > Easy contrast targets brain regions that support executive functions, like attention, working memory, and cognitive control (Duncan and Owen 2000; Duncan 2010, 2013). This contrast has been previously found to robustly activate MD regions (Fedorenko et al. 2013; Blank et al. 2014; Assem et al. 2020a), which have been shown to respond to difficulty manipulations across diverse tasks (Duncan and Owen 2000; Fedorenko et al. 2013; Hugdahl et al. 2015; Shashidhara et al. 2019).

Because only 35 of the 42 participants had completed the working memory localizer, for an alternative analysis we used another way to identify MD regions. In particular, we used the Nonwords > Sentences contrast from the language localizer task, described below. This contrast has been previously validated as a robust MD network localizer: it can reliably localize MD regions bilaterally, and generalizes across a wide array of stimuli.
and tasks, both linguistic and nonlinguistic (Fedorenko et al. 2013). The nonwords condition is associated with greater processing effort and elicits a response stronger than the sentences condition both in the version with a memory probe and a passive reading version with a button press (e.g., Mineroff et al. 2018). We verified that the MD regions localized with the Nonwords > Sentences contrast show a robust Hard > Easy effect in the visuo-spatial working memory task in our data for the subset of 35 participants who have done both localizers. In particular, all MD regions showed a stronger response to the hard condition than the easy condition (dependent samples t(34) = 3.84, P < 10^{-6}), false discovery rate corrected for the number of regions; Cohen’s d > 0.30, computed based on an independent samples formula, see Supplementary Fig. 1). Both ways of defining the MD ROIs led to similar results for the critical brain-behavior analysis (compare the results for ROIs defined with the Hard > Easy contrast in the visuo-spatial working memory task in Fig. 3 and those for ROIs defined with the Nonwords > Sentences contrast in Supplementary Fig. 2), as described in Table 2.

To identify the language regions, we used a reading task that included sentences and lists of unconnected, pronounceable nonwords, as described in detail in Fedorenko et al. (2010). In both conditions, participants read the stimuli, presented one word/nonword at a time (for timing parameters, see Table 1). Eighteen participants read the materials passively (a button-press task at the end of each trial was included in order to maintain alertness); for the remaining 24 participants, each trial ended with a memory probe, that is, a word/nonword, and they had to indicate (via a button press) whether or not this probe had appeared in the preceding sentence/nonword sequence. We used a standard blocked design (with 3–5 trials per block; Table 1), with condition order counterbalanced across runs. Each participant completed 2–4 runs of the localizer task. (A version of this localizer is available from https://evlab.mit.edu/funcloc/download-paradigms.) The Sentences > Nonwords localizer contrast targets brain regions that support high-level language comprehension. This contrast generalizes across tasks (Fedorenko et al. 2010; Regev et al. 2013; Scott et al. 2017) and presentation modalities (reading vs. listening; e.g., Fedorenko et al. 2010; Braze et al. 2011; Vagharchakian et al. 2012; Scott et al. 2017; Deniz et al. 2019). All the regions identified by this contrast show sensitivity to the processing of word meanings (e.g., stronger responses to real words than nonwords) and combinatorial syntactic and semantic processing (e.g., stronger responses to sentences and Jabberwocky sentences than to unstructured word and nonword sequences) (Keller et al. 2001; Rodd et al. 2005; Heim et al. 2008; Fedorenko et al. 2010, 2012, 2016, 2020a; Bautista and Wilson 2016; Blank et al. 2016; Mineroff et al. 2018; Mollica et al. 2020). The Sentences > Nonwords contrast encompasses all of these processes, but narrower contrasts that target a subset of them identify the same cortical network (e.g., Fedorenko et al. 2010), suggesting that all the regions in the fronto-temporal language network support all of these high-level linguistic processes (for discussion, see Fedorenko et al. 2020a, 2020b). In addition, the same network is identified by broader contrasts that do not subtract out phonological processing and also include pragmatic and discourse-level processes (e.g., a contrast between natural spoken paragraphs and their acoustically degraded versions or paragraphs in an unfamiliar language (Ayyash et al. in prep.; Ivanova et al. in prep.; Scott et al. 2017). Finally, this localizer also identifies right-hemisphere homotopic areas of the classic, left-hemisphere language areas (e.g., Mahowald and Fedorenko 2016), which we included here because our other network of interest (the MD network) is bilateral and because right-hemisphere language regions have been previously implicated in several aspects of language comprehension (Jung-Beer man 2005; Wehbe et al. 2014; Huth et al. 2016; Deniz et al. 2019).

fMRI Data Acquisition

Structural and functional data were collected on the whole-body 3-Tesla Siemens Trio scanner with a 32-channel head coil at the Athinoulia A. Martinos Imaging Center at the McGovern Institute for Brain Research at MIT. T1-weighted structural images were collected in 176 sagittal slices (1-mm isotropic voxels; repetition time [TR]: 2530 ms; echo time [TE]: 3.48 ms). Functional BOLD data were acquired using an echo planar imaging sequence with a flip angle of 90° and applying generalized autocalibrating partially parallel acquisition with an acceleration factor of 2. Images were collected in 31 near-axial slices, acquired in an interleaved order with a 10% distance factor (in-plane resolution: 2.1 × 2.1 mm; slice thickness: 4 mm; field of view: 200 mm in the phase encoding anterior to posterior [A > P] direction; matrix size: 96 × 96; TR: 2000 ms; TE: 30 ms). Prospective acquisition correction (Thesen et al. 2000) was used to adjust the positions of the gradients based on the subject’s head motion one TR back. The first 10 s of each run was excluded to allow for steady-state magnetization.

fMRI Data Preprocessing

Temporal Preprocessing

Additional preprocessing of data from the story comprehension runs was carried out using the CONN toolbox (Whitfield-Gabrieli and Nieto-Castanon 2012) with default parameters, unless specified otherwise. Five temporal principal components of the BOLD signal time-courses extracted from the WM were regressed out of each voxel’s time-course; signal originating in the CSF was similarly regressed out. Six principal components corresponding to the 6 motion parameters estimated during offline motion correction were also regressed out, as well as their first time derivative. No low-pass filtering was applied.

Modeling Localizer Data

For each localizer task, a general linear model estimated the effect size of each condition in each experimental run in each voxel. These effects were each modeled with a boxcar function (representing entire blocks) convolved with the canonical hemodynamic response function (HRF). The model also included first-order temporal derivatives of these effects, as well as nuisance effects due to the 6 motion parameters estimated during offline motion correction (Jung-Beer man 2005; Wehbe et al. 2014; Huth et al. 2016; Deniz et al. 2019).
regressors representing entire experimental runs and offline-estimated motion parameters. The obtained beta weights were then used to compute the functional contrast of interest: \( \text{Nonwords} > \text{Sentences} \) for the MD localizer, and \( \text{Sentences} > \text{Nonwords} \) for the language localizer.

### Defining Functional Regions of Interest

For each participant, functional regions of interest (fROIs) were defined by combining 2 sources of information (following Fedorenko et al. 2010; Julian et al. 2012): 1) the participant’s activation map for the relevant localizer contrast, and 2) group-level spatial constraints (“masks”). The latter demarcated brain areas within which most or all individuals in prior studies showed activity for the localizer contrasts (Fig. 1).

For the MD fROIs, we used masks derived from a group-level probabilistic representation of data from the Hard > Easy contrast from the visuo-spatial working memory MD-localizer task in a set of 197 participants. These masks were constrained to be bilaterally symmetric by averaging individual contrast maps across the 2 hemispheres prior to generating the group-level representation. The topography of these masks (available for download from [http://web.mit.edu/evelina9/www/funcloc/funcloc_parcelsoverlap.html](http://web.mit.edu/evelina9/www/funcloc/funcloc_parcelsoverlap.html)) largely overlapped with anatomically based masks that were used in some prior studies (e.g., Fedorenko et al. 2010; Julian et al. 2012; Blank et al. 2014; Paunov et al. 2019). In particular, 6 masks were used: 3 in the frontal lobe (in the inferior frontal gyrus [IFG], and its orbital part [IFGorb], in the middle frontal gyrus [MFG]), and 3 in the temporal and parietal cortex (in the anterior temporal cortex [AntTemp], posterior temporal cortex [PostTemp], and in the angular gyrus [AngG]).

Note that although both the MD and the language parcel sets include a parcel within the opercular IFG (called “IFGop” in both sets), the MD and language fROIs within this parcel are largely nonoverlapping within any given individual (see e.g., Blank et al. 2014 and Paunov et al. 2019 for quantification of overlap; see Fedorenko and Blank 2020, for discussion). The left hemisphere (LH) masks were mirror-projected onto the RH to create 6 homotopic masks, to define the RH language fROIs.

For more detail (see also Fedorenko et al. 2010), each set of masks was generated as follows: 1) for each individual in a large sample (\( n = 197 \) for the MD masks, and \( n = 220 \) for the language masks), a lenient statistical whole-brain threshold (\( P < 0.001 \), uncorrected) for the relevant contrast was used to generate a binary contrast map, where 1 = a significant effect, and 0 = otherwise; 2) the individual thresholded maps are overlaid in the common space to create a group-level probabilistic overlap map where, for each voxel, the percentage of participants showing a significant effect is represented; 3) following smoothing and removing voxels where fewer than 10% of participants show the effect, this probabilistic map is divided into regions (masks) using a watershed algorithm, and the subset of masks where a large fraction of participants show activation and where the target contrast is replicable across runs is selected. This is done once, and then the same set of masks is used in all future studies that use the same or similar localizer. (There is no reason to create the masks for each new dataset using the localizer data form that set of participants because for robust

### Table 1 Summary of the procedural and timing details for the different versions of the language localizer used in the current study

<table>
<thead>
<tr>
<th>Version</th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of participants</td>
<td>24</td>
<td>7</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>Task: passive reading/memory probe?</td>
<td>PR</td>
<td>MP</td>
<td>MP</td>
<td>MP</td>
</tr>
<tr>
<td>Conditions</td>
<td>Sentences, Nonwords</td>
<td>Sentences, Word lists, Nonwords</td>
<td>Sentences, Nonwords</td>
<td>Sentences, Word lists, Nonwords</td>
</tr>
<tr>
<td>Words/nonwords per trial</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>8</td>
</tr>
<tr>
<td>Trial duration (ms)</td>
<td>6000</td>
<td>6000</td>
<td>6000</td>
<td>4800</td>
</tr>
<tr>
<td>Fixation</td>
<td>100</td>
<td>300</td>
<td>300</td>
<td>300</td>
</tr>
<tr>
<td>Presentation of each word/nonword</td>
<td>450</td>
<td>350</td>
<td>350</td>
<td>350</td>
</tr>
<tr>
<td>Memory probe</td>
<td>—</td>
<td>1000</td>
<td>1000</td>
<td>1350</td>
</tr>
<tr>
<td>Fixation</td>
<td>500</td>
<td>500</td>
<td>500</td>
<td>350</td>
</tr>
<tr>
<td>Trials per block</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>Block duration (s)</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>24</td>
</tr>
<tr>
<td>Blocks per condition per run</td>
<td>8</td>
<td>6</td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td>Fixation block duration (s)</td>
<td>14</td>
<td>18</td>
<td>18</td>
<td>16</td>
</tr>
<tr>
<td>Number of fixation blocks per run</td>
<td>5</td>
<td>4</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>Total run time (s)</td>
<td>358</td>
<td>396</td>
<td>378</td>
<td>336</td>
</tr>
<tr>
<td>Number of runs</td>
<td>2</td>
<td>2–3</td>
<td>2</td>
<td>3–4</td>
</tr>
</tbody>
</table>
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Figure 1. Defining participant-specific fROIs in the language (top) and MD (bottom) networks (only the left-hemisphere is shown, the MD network is defined using the visuo-spatial Hard > Easy contrast). All images show approximated projections from functional volumes onto the surface of an inflated brain in common space. (a) Group-based masks used to constrain the location of fROIs. (b) Example fROIs of 3 participants. Note that, because data were analyzed in volume (not surface) form, some parts of a given fROI that appear discontinuous in the figure (e.g., separated by a sulcus) are contiguous in volumetric space.

Model of Comprehension Difficulty Using SPR Times

As noted above, a separate cohort of participants (n=181) was used for this study. To verify that SPR times (SPRTs) reflect stimulus-related processing (following the logic in Hasson et al. 2008; Lerner et al. 2011), we first computed inter-subject correlations among the time-series of per-word SPRTs for each story: each individual’s time-series was correlated with the average time-series of the rest of the participants. The average correlations varied between $r=0.38$ and $r=0.59$ across the stories and were all reliably above chance (all $p_s<10^{-25}$). As mentioned above, we used the default exclusion criteria used by (Futrell et al. 2018): we excluded data for a story if a participant answered $<5$ out of 6 questions wrong and outlier reading times of $<100$ ms or $>3000$ ms were also excluded.

Mean reading times per word were temporally aligned with their corresponding word onsets in the auditory stimulus. Then, we obtained a per-TR time-series of SPRTs by averaging the reading times for the words that occurred within each TR (corresponding to 2 s) when the recorded stories were played in the fMRI experiment. Words that overlapped with 2 TRs were assigned to the TR with greater overlap. We then computed the average (across participants) per-TR SPRT, arriving at a final measure of comprehension difficulty at each TR.

Model of Comprehension Difficulty Using ET Measures

As noted above, a separate cohort of participants (n=40) was used for this study. We used 4 ET measures for participants in the ET study (n=40): 1) first pass regression (FPR), a variable indicating for each word whether or not a regressive eye-movement occurred from that word in the first pass; 2)
regression path duration (RPD) or go-past time, the duration of the period between the onset of the first fixation on a word and the first fixation on anything to the right of it (RPD thus includes time spent on regressive fixations); 3) first pass reading time (FPRT) or gaze duration, the summed duration of all first-pass fixation durations on a word before any other word (left or right) is fixated; and 4) first fixation progressive (FFP), a variable indicating whether the first fixation on a word took place before any downstream words were viewed. To verify that ET measures reflect stimulus-related processing, we followed the same procedure as used for SPRTs, and compute inter-subject correlations among the time-series of per-word FFRs, RPDs, FPRTs, and FFPs for each story. The average correlations varied between $r = 0.13$ and $r = 0.17$ across the stories for FFRs, between $r = 0.27$ and $r = 0.42$ across the stories for RPDs, between $r = 0.38$ and $r = 0.53$ across the stories for FPRTs, and between $r = 0.37$ and $r = 0.53$ across the stories for FFPs (all correlations higher than chance, all $P_s < 10^{-4}$).

Mean ET measures per word were temporally aligned with their corresponding word onsets in the auditory stimulus. Then, we obtained a per-TR average measure of FPR, RPD, FPRT, and FFP by averaging each of the 4 ET measures across the words that occurred within each 2 s TR, and then averaging these values across participants, following the same procedure as used for SPRTs.

### Critical Analysis Using SPR Times and ET Measures

Our analysis is summarized in Fig. 2. As described above, for each TR $t$, we obtained SPRT, FPR, RPD, FPRT, and FFP measures. We constructed a design matrix for the experiment in which each row $t$ corresponds to the concatenated 5 measures for a TR $t$. To account for the hemodynamic response, we modeled its effect as a fourth order finite impulse response (FIR) filter. We performed a simple linear regression: for each of the 5 variables, we estimate 4 weights that correspond to TRs $t + 1$, $t + 2$, $t + 3$, and $t + 4$ after onset at time $t$. Effectively, this corresponds to concatenating delayed versions of the design matrix so that each row $t$ in the final design matrix contains the 5 measures for TRs $t − 4$, $t − 3$, $t − 2$, and $t − 1$. This is a common approach for accounting for the hemodynamic response delay (Wehbe et al. 2014; Huth et al. 2016), and the choice of an 8 s window is typically used to capture the effect of stimulus features on the fMRI response. This encoding model analysis (Wehbe et al. 2014; Huth et al. 2016) differs from the typical GLM analysis in 2 ways. First, instead of assuming a fixed HRF that is constant across the brain, this approach allows for variability in the hemodynamic response by implicitly estimating it at each voxel. And second, instead of running a significance test on the regression weights, we run a more stringent test: we assess the generalization and variability in the hemodynamic response via a cross-validation scheme in which we iteratively estimate the model for each fROI for each of the $k$ subjects that have listened to this fROI for each of the $k$ subjects that have listened to the same story. For each story and each fROI, we evaluate the noise ceiling by first computing the average time-course of the noise ceiling by first computing the average time-course of this fROI for each of the $k$ subjects that have listened to this story. We then compute the correlation of each of the $\binom{k}{2}$ pairs of time courses. Then we average all these pairwise correlations, and further average these estimates for all the stories. We end up with a measure of noise ceiling for each fROI. We repeat this approach for fROI groups. Following previous work (Hsu et al. 2004; Lescroart et al. 2015; Lescroart and Gallant 2019), we normalize the average prediction performance by the square-root of the noise-ceiling, yielding normalized correlation values.

### Computing Confidence Intervals

The participant-specific (unnormalized and normalized) correlation values were averaged across participants, and empirical confidence intervals were estimated for the mean prediction in each fROI, by running a bootstrap test that takes into account the
number of stories heard by each participant. In particular, the following procedure was repeated 50,000 times: a set of N \((N = 35\) or \(N = 42\) depending on the MD localizer used, as detailed in Methods) participants was sampled with replacement from the original N participants, using a probability distribution where the probability of selecting a subject is proportional to the number of stories they heard. Correlation values of the sampled N participants were averaged for each fROI. 90%, 95%, 98%, and 99% confidence intervals were constructed from the 50,000 samples. Finally, for each fROI, a P-value was obtained from the bootstrap empirical distribution by computing the proportion of samples that were smaller than 0. The Holm–Bonferroni method was applied to correct for multiple hypothesis testing (Holm 1979). In this context where we have a relatively low number of hypotheses (one for every fROI and for every fROI group), controlling for the family-wise error rate (e.g., by using Holm–Bonferroni, as we do here) is more appropriate than controlling the false discovery rate. Given that normalized correlations are a rescaling of the unnormalized correlations, we apply a single test for the unnormalized correlations (with the results of the normalized correlations being the same).

Comparing the Two Networks

To evaluate whether the average brain-behavior correlation across participants is higher in the Language network than in the MD network we again ran a bootstrap test. First, we computed for each participant the difference between the average correlation in the LH Language and MD fROI group. This resulted in \(N\) \((N = 35\) or \(N = 42\)) values. We then repeated the following procedure 50,000 times: a set of N participants was sampled with replacement from the original N participants, and the LH difference for the set of N participants were averaged. This set of 50,000 samples yielded an empirical distribution from which we computed a P-value. We repeated this test to obtain a P-value for the difference between the RH Language and MD fROI group. We included these two P-values in the multiple testing correction mentioned in the previous section.

Results

The unnormalized correlations between online comprehension difficulty and BOLD activity in the networks of interest are low, in part because of the low signal-to-noise ratio of fMRI.
Figure 3. Average normalized correlation between activity predicted as a function of comprehension difficulty (estimated using a combination of SPR times and ET measures) and real held-out activity, for [a] each fROI group and [b] each fROI. The MD fROIs were localized using the visuo-spatial memory task (available for 35 subjects; see Supplemental for an alternative analysis where the Nonwords > Sentences contrast, available for all participants, was used as the MD localizer). Performance was averaged across the 35 participants and bootstrap confidence intervals were constructed (Light Blue: 90%, Blue: 95%, Light Red: 98%, Red: 99%). Reading times predict the activity in left and right language fROIs, but not in MD fROIs.

For this reason, we interpreted the size of these correlations by taking into account a metric measure of signal reliability based on inter-subject correlation of the fMRI signals, effectively performing a noise ceiling correction (see Methods; Hsu et al. 2004; Lescroart et al. 2015; Blank and Fedorenko 2017; Lescroart and Gallant 2019). This choice of a ceiling metric leads to conservative normalized correlations: Blank and Fedorenko (2017) show that within-subject correlations are lower than between-subject correlations on this task, and would consequently lead to larger normalized correlations.

Comprehension difficulty measures predicted BOLD activity in the language network, based on either unnormalized or normalized correlations. Average (normalized) prediction performance is significantly greater than chance (family-wise error rate controlled at 0.01) in both the LH and RH language network (Fig. 3a), including in most individual fROIs (the bilateral IFGorb, IFG, MFG, AntTemp, and PostTemp fROIs, and the left AngG fROI; Fig. 3b). In contrast, comprehension difficulty measures did not significantly predict activity in the MD network, either when averaging across fROIs within the LH or RH, or in any individual MD fROI. (It is worth noting that we chose to run the significance tests on the normalized correlations but running it on the unnormalized correlations, shown in Supplementary Figure 4, would lead to a similar result since the intervals are normalized by a constant, as can be judged by the similarity of the confidence intervals.)

To directly compare between the language and the MD network, we estimated a P-value for a 2-sample test by first computing the difference between the prediction performance in the language and MD networks for each subject and then using a bootstrap procedure. We find that the average unnormalized correlation for the language network in each hemisphere is significantly larger than the unnormalized correlation for the MD network ($P = 2 \times 10^{-5}$ for LH and $P = 2 \times 10^{-5}$ for RH). Family-wise error rate was controlled at 0.01.

We additionally performed 2 other versions of this analysis: one, where we included all participants ($N = 42$) and used the Nonword > Sentences localizer for the MD fROIs (instead of the visuo-spatial Hard > Easy contrast used in the main analysis with $N = 35$), and another where we constrained that same analysis to a subset of those participants ($N = 24$) with near-perfect accuracies on the comprehension questions for the story listening task. The results of both of these additional analyses mirrored the results of the main analysis (with a small variation in the correlation values and the confidence interval leading to a change in significance in the right MFG language fROI in the high-accuracy subjects analysis) (see Table 2 and Supplementary Figs 2 and 3).

Discussion

In this study, we tested whether language comprehension—in addition to language-specific resources—recruits domain-general executive mechanisms. To this end, we examined the relationship between behavioral and neural measures of incremental comprehension difficulty during naturalistic language processing: behavioral comprehension difficulty was estimated with 2 commonly used approaches (SPR times and ET fixation durations); and neural recruitment was quantified from fMRI BOLD activity during auditory language comprehension in domain-general and language-selective functional networks that have been previously implicated in language comprehension. We found that whereas neural activity in the fronto-temporal language-selective network (Fedorenko et al. 2011; Fedorenko and Thompson-Schill 2014;
<table>
<thead>
<tr>
<th>Network effects</th>
<th>Main analysis</th>
<th>Analysis with the Nonwords &gt; Sentences MD localizer (Supplementary Fig. 2)</th>
<th>Analysis with only high-performing participants (Supplementary Fig. 3)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LH Language</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>RH Language</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>LH MD</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>RH MD</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Effects for individual language fROIs</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LH IFGorb</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>LH IFG</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>LH MFG</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>LH AntTemp</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>LH PostTemp</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>LH AngG</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>RH IFG</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>RH MFG</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>RH AntTemp</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>RH PostTemp</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>RH AngG</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Effects for individual MD fROIs</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LH midFrontal</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LH midFrontalOrb</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LH medialFrontal</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LH Precentral A PrecG</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LH Precentral B IFGop</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LH insula</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LH postParietal</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LH midParietal</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LH antParietal</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RH supFrontal</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RH midFrontal</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RH midFrontalOrb</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RH medialFrontal</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RH Precentral A PrecG</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RH Precentral B IFGop</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RH insula</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RH postParietal</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RH midParietal</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RH antParietal</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: X marks a significantly higher than 0 correlation. The 3 sets of results are extremely similar, except for variation in only one fROI.

Braga et al. 2020) was predicted by behavioral measures of incremental comprehension difficulty, activity in the domain-general MD network (Duncan 2010; Assem et al. 2020b) was not predicted by these measures. Furthermore, the difference between the language and MD networks was reliable: the mean prediction performance was significantly higher in the LH or RH language network than in the LH and RH MD network, respectively. (Note that, although the prediction performance was not significantly higher than chance in any of the 20 MD fROIs, the average correlation across participants was still positive in 18 of those fROIs. Had those fROIs been independent, 18 out of 20 fROIs showing a small positive value would have been surprising and would have suggested that with more power, those effects could become significant. However, given that the MD network is strongly functionally integrated with high correlations among the regions in BOLD signal fluctuation patterns during naturalistic cognition (Blank et al. 2014; Paunov et al. 2019) and in effect sizes during task paradigms (Mineroff et al. 2018; Assem et al. 2020a) a possible explanation for the nonsignificant positive prediction in those fROIs is the presence of shared noise.) The lack of a reliable correlation between behavioral comprehension difficulty and neural activity in the MD network conflicts with previous studies reporting (putative) MD activity (most past studies did not include an independent localizer for the MD network as needed to interpret the observed effects without relying on reverse inference reasoning; Poldrack 2006) during some language tasks and the sensitivity of the MD regions to linguistic manipulations of processing difficulty (e.g., January et al. 2005; Kuperberg et al. 2003; McMillan et al. 2013; Nieuwland et al. 2012; Novais-Santos et al. 2007; Peelle et al. 2010; Rodd et al. 2005).

Our investigation complements the Henderson et al. (2015) study discussed in the introduction, which related behavioral (ET) and neural measures of language comprehension obtained...
from the same participants. Similar to our study, Henderson et al. (2015) observed effects in brain areas in left temporal lobe commonly associated with language comprehension, that is, putative parts of the “core language network,” and they did not observe effects in the frontal or parietal MD regions. However, they relied on a traditional group-based analytic approach, which relies on voxel-wise correspondence across individuals and does not take into account the well-known inter-individual variation in the precise locations of functional areas in the association cortex (e.g., Fischl et al. 2008; Frost and Goebel 2012; Tahmasebi et al. 2012; Vázquez-Rodríguez et al. 2019). Because of the resulting low sensitivity of such analyses (e.g., Nieto-Castañón and Fedorenko 2012), Henderson et al. (2015) may have missed the effects within the MD network. In the current study, to maximize the probability of detecting a relationship between behavioral measures and MD activity, we functionally localized MD areas (as well as core language areas) in each individual participant (Fedorenko et al. 2010). This strategy reduces the risk of obtaining a false negative for the MD network.

Our use of separate participant pools in the behavioral studies vs. the fMRI study further eliminates many nonlinguistic confounds (such as attention and motor control processes related to eye-movements or button presses) that are difficult to avoid when the behavioral and neural measures come from the same individuals as in Henderson et al. (2015). The observed relationship between reading latencies and brain activity is thus most plausibly due to comprehension demands related to the “linguistic properties” of the story stimuli, including lexical-level variables (e.g., word length or frequency; Howes and Solomon 1951; Hudson and Bergman 1985; see Futrell et al. 2018, for evidence that these effects are captured by the RTs in the SPR measure used here) and variables that affect the ease of establishing syntactic and semantic dependencies among words (e.g., dependency length, structural frequency, or the presence of syntactic ambiguity; Dopkins et al. 1992; Sturt 2007; Smith and Levy 2013). Reading latencies also reflect linguistic properties that affect discourse-level processing (Gordon and Chan 1995; Gordon and Searce 1995; Chambers and Smyth 1998), although prior evidence has suggested that the core language network is insensitive to discourse structure (e.g., Ferstl and Von Cramon 2001; Lerner et al. 2011; Blank and Fedorenko 2020; Jacoby and Fedorenko 2020).

Although we consider our use of separate cohorts of participants and different language comprehension modalities (reading for behavioral measures, and listening for the fMRI measure) to be a strength (allowing us to isolate language comprehension difficulty from perceptual-level and modality-specific effects), we concede that this approach may have limitations. For example, aspects of comprehension that are specific to listening (e.g., the increased difficulty in following a speaker who is too fast or too slow, or prosodic effects) are not included in our reading measures of comprehension difficulty and deserve further investigation. As emphasized earlier, the current study focused on comprehension demands related directly to the “properties of linguistic materials,” which are similar between the 2 presentation modalities. Another potential limitation of the design where the behavioral measure comes from an independent group of participants is reduction in statistical power. However, this limitation is mitigated by the fact that we observed large and robust predictive effects in the language network.

The current findings support the hypotheses that 1) behavioral responses to language stimuli reflect computational load in language comprehension mechanisms (Just and Carpenter 1980; Rayner 1998; Reiche et al. 1998); 2) language comprehension difficulty generalizes across participants, task demands, and modality of presentation (Demberg and Keller 2008; Frank and Bod 2011; Vagharchakian et al. 2012; Smith and Levy 2013; Fedorenko et al. 2016; Scott et al. 2017; Deniz et al. 2019; Shain 2019; Shain and Schuler 2019; Staub and Goddard 2019; Staub 2020); and 3) processing mechanisms that give rise to measurable reading delays reside in the language-selective cortical network, rather than in the domain-general executive control network. In this way, our results echo and reinforce those of Henderson et al. (2015): we replicate their finding of a relationship between reading latencies and neural activity in the left-hemisphere middle and superior temporal lobe, and extend it to other parts of the language network, including the language-responsive areas in the left inferior frontal cortex and, to a lesser extent, the left angular gyrus, as well as the right-hemisphere homotopic language areas. These more widespread effects across the language network are plausibly due to the increased sensitivity gained from participant-specific functional localization (e.g., Nieto-Castañón and Fedorenko 2012).

At present, much behavioral language research is disconnected from cognitive neuroscience efforts to understand the architecture of language comprehension, despite 1) the fact that these 2 enterprises share the same goal—to understand the computations that support language comprehension, and 2) the fact that a link between behavioral measures of language comprehension—or the mental states they correspond to—and neural correlates of language comprehension is a fundamental assumption of psycholinguistics (e.g., Just and Carpenter 1980). Indeed, except for Henderson et al. (2015) and the current paper, cognitive neuroscientists have not typically used direct and continuous behavioral measures to model brain activity during language comprehension (see e.g., Supplementary Table 1 for fMRI studies that have used naturalistic linguistic materials and which have typically used linguistic features as predictors of neural activity, often without first establishing a link between those features and behavioral measures). The current paper connects the psycholinguistic and cognitive neuroscience literatures, and in so doing contributes to both fields. For psycholinguistics, our results validate widely used behavioral measures as indeed revealing the underlying activity of language-selective comprehension mechanisms. For cognitive neuroscience, our results indicate that, even using a broad (all-encompassing) and theory-neutral estimate of comprehension difficulty, language processing recruits primarily cortical circuits that specialize for this purpose, and that domain-general executive mechanisms are generally not recruited during naturalistic sentence comprehension.

This work thus sheds new light on the role of the domain-general MD network in language comprehension, and on the division of labor between these domain-general mechanisms and the language-selective ones. In particular, regions of the MD network have been shown to be sensitive to linguistic difficulty across diverse manipulations (see Fedorenko 2014, for a review). However, almost all prior evidence has come from traditional, task-based experimental paradigms that present participants with linguistic manipulations that do not commonly occur in real-life comprehension scenarios (like ambiguous words that are not disambiguated by the context, or nonlocal dependencies; e.g., Rodd et al. 2005; Novais-Santos et al. 2007; January et al. 2009; Peelie et al. 2010) and ask them to solve “artificial” tasks, such as making similarity judgments or deciding whether a sentence matches a picture. Although the stories
used in the current study were modified to include challenging linguistic phenomena in order to increase variability in processing demands and increase the chances of engaging executive resources, the only “task” required of participants during story listening was comprehension of the narratives. The fact that we do not find a relationship between comprehension difficulty and the MD network’s activity in our study suggests that the MD network’s contribution to language comprehension may be restricted to artificial scenarios, where language is effectively turned into problem solving (Wright et al. 2011; Diachek et al. 2020). In line with this conjecture, Blank and Fedorenko (2017) showed that the activity in MD regions is not strongly correlated across participants or reliable within participants during comprehension, indicating that the MD system is not closely tracking the language stimulus, and Shain et al. (2020) showed that activity in the MD regions during comprehension does not correlate with the psycholinguistic construct of “surprisal,” the moment-by-moment unpredictability of linguistic input (see also Blanco-Elorrieta and Pylkkänen 2017, for evidence of less MD engagement during a more naturalistic production paradigm). Whereas the MD network may play some role during language processing (perhaps modulating overall alertness or attention) our results as well as others mentioned above suggest that this system is not directly involved in linguistic computations related to lexical access or constructing inter-word syntactic and semantic dependencies.

Our results also suggest that similarities between language processing and other kinds of processing in other domains (e.g., theoretical constructs in mathematics, music, and computer programming resembling those in natural language syntax) do not entail shared neural circuitry (see also Fedorenko and Blank 2020, for a recent discussion). In particular, the fact that multiple domains require hierarchical combinatorial processing does not mean that the same circuits are engaged across those domains. Rather, constructing hierarchical structures, predictive coding, working memory storage and retrieval of information, and other processes that may be necessary in multiple domains of cognition appear to be implemented within domain-specialized systems, like the core language network that supports language processing.

In conclusion, we found that whereas neural activity in the fronto-temporal language network is predicted by behavioral signatures of incremental comprehension difficulty, activity in the domain-general fronto-parietal MD network is not.

Supplementary Material

Supplementary material can be found at Cerebral Cortex online.
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